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Abstract—This study presents a new offline reinforcement
learning to improve the diversity of dialogue generation while
the issue of limited training data is tackled. In particular, a
regularized Q-function is introduced to generate the empathetic
response where the distribution shift between the learned policy
and the behavior policy is penalized and the resulting out-of-
distribution response is mitigated. Importantly, an emotion aware
reward function is designed to guide the agent to sufficiently learn
various dialogue traits and emotions for empathetic response
generation. In addition, a soft sampling method is implemented
to draw the action to ensure the agent to reach those candidate
responses which are marginal but appropriate. The flexibility of
response generation is accordingly enhanced through the reward
function by considering the informative dialogue features. The
experiments on the emotional conversation generation show the
merit of the proposed method.

I. INTRODUCTION

Traditional response generation using rule-based or
knowledge-based methods generally guarantee the high-
quality responses but usually result in some errors when the
user inputs are not matched with the pre-defined templates.
With the rapid growth of deep learning from massive social
media data, the conversational AI has been successfully
developed to implement for deployment of various dialogue
applications. Large language models (LLMs) based on the
generative pre-trained transformer (GPT) have been popularly
developed to generate flexible and human-like expressions
with diverse responses. However, purely considering the
prediction of word sequence based on probability distribution
using GPT may not really meet the human expectations. It
is crucial to adjust the existing foundation model to build a
large-scaled pre-trained backbone to meet a specific desired
expectation. For example, how to attract users to keep
interacting with the dialogue system is a critical demand
whereas the empathy is seen as an important consideration as
it significantly affects the user satisfaction.

To enhance the diversity of natural language generation in an
empathetic conversation, the generation of sentences is treated
as a sequential decision-making process where reinforcement
learning (RL) can provide an useful solution. The advantage
of utilizing RL methods to build a dialogue agent rather
than using supervised learning methods is due to the fact
that RL methods more likely integrate the specific rewards
which can be designed by customers to meet different tasks
and thus better achieve true goals of the agents. Besides, by
considering RL schemes, it is possible to incorporate long-
term influences and dynamics from a generated response into

an ongoing conversation. This paper presents an offline RL
method that utilizes an emotion aware reward function to guide
the agent to learn the desired features for response generation
in a conversation. Particularly, the regularized Q-learning is
developed to prevent the language model based on GPT2 from
producing the out-of-distribution responses that may harm the
overall conversation performance. The goal of this study is
to enhance the empathy in dialogue generation and increase
the user desire to interact with the system. Some analytical
experiments on natural language generation are reported to
illustrate the usefulness of this method.

II. DIALOGUE AND BEHAVIOR MODELING

A. Learning for dialogue generation
Reinforcement learning (RL) is a powerful technique to

simulate the action transitions [1] which are implemented by
designing or crafting the reward function where the interactive
dialogue system considering the whole trajectory for selecting
dialogue acts or generating conversational responses [2] can be
flexibly constructed [3], [4]. In general, dialogue generation
can be seen as a sequential decision-making process where
the agent takes an action at based on the policy πθ, transits
to a new state st+1, and then receives a feedback rt in a form
of reward which is maximized along a trajectory to improve
its response performance. Hence, the learning objective is to
maximize the expected cumulative future reward

J(θ) = Eτ∼πθ

[
T∑

t=0

γtrt

]
(1)

where θ is the policy parameter and γ ∈ (0, 1] is the discount
factor. The goal of the whole procedure is to learn how to
continuously choose an action that maximize J(θ).

Integrating RL techniques in a dialogue system involves
learning the dialogues which are obtained incrementally
through the tricks of self-play or human-in-the-loop. Typically,
such a learning procedure is costly and time-consuming, unlike
the supervised learning which trains a dialogue model from a
data collection. The existing RL methods depend heavily on
interacting with a learned model of a human [3], [5] to gen-
erate low-cost experience, but this may result in unintelligible
language to generate incorrect response. There are twofold
solutions to handle this issue. One is to impose the strong
prior to ensure the generated response which is closely similar
to that contained in the dataset [3], [6], and the other is to
utilize the dialogue management or the template-based method
to directly reuse the samples in the dataset [5].



B. Learning with behavior regularization

Offline RL is useful in a scenario where the frequent
interactions with an environment are not allowed, such as the
scenarios in healthcare tasks and self-driving cars. However,
the training dataset D for offline RL follows the visitation
distribution of the behavior policy πβ . This circumstance
causes the demand to occasionally evaluate the state-action
pairs that may not be well covered from the training data when
computing the loss. In addition, the estimated Q-function tends
to overestimate those out-of-distribution (OOD) behaviors [7].
The shift in visitation distribution leads to a significant ex-
trapolation error which will be propagated and accumulated
across the decision-making chain process, and seriously harm
the model performance for dialogue behavior. The solutions
to address the distribution shift in offline RL mainly fall into
two categories including policy regularization [7], [8], [9] and
critic penalty [10], [11], [12].

1) Policy regularization: Policy regularization aims to guide
the agent to learn an optimal policy π under specific con-
straints, such as minimizing the distance of the selected actions
to those in the training dataset and keeping a state-action
visitation similar to that appearing in the dataset so as to
alleviate the extrapolation error in offline RL. One classic
method, called the batch-constrained deep Q-learning (BCQ)
[7], employed the conditional variational auto-encoder (VAE)
Gω(·) to generate the plausible candidate actions with per-
turbations ξϕ to increase the diversity of generation. The Q-
function Q(·) measures the scores of n candidate actions ai
sampled from the generative model {ai ∼ Gω(s)}ni=1 and the
one with the highest score is selected as the final output. This
scheme effectively regularizes the learned policy πθ(s) given
by state s via

πθ(s) = argmax
ai+ξϕ(s,ai,Φ)

Q (s, ai + ξϕ (s, ai,Φ)) (2)

to be as close as the behavioral policy πβ . For the application in
natural language generation, the pre-trained language models
such as those GPT variants [13], [14], [15] can provide a
language prior µ(·|s) that prevents RL model π from selecting
inappropriate words. This language prior is useful in offline
RL with limited data.

2) Critic penalty: Considering the conservative Q-learning
(CQL) [10], the critic penalty is merged in the Q-function
where the conservative Q-value is estimated to act as the
lower bound of Q-value by adding the regularization term.
The Q-network as a critic is updated to calculate the Q-value
according to the minimax objective

min
Q

max
π

α · (Es∼D,a∼π[Q(s, a)]− Es∼D,a∼π̂β
[Q(s, a)])

+
1

2
Es,a,s′∼D

[
(Q(s, a)− B̂πkQ̂k(s, a))2

]
+R(µ)

(3)
where α is the learning rate, π̂β(a|s) is the empirical behavior
policy, B̂πk is the empirical Bellman operator, and Q̂k is the
updated Q-value in iteration k. In Eq. (3), the second term is
seen as the temporal difference error and the others are treated

as the regularization terms. The term Es∼D,a∼π(a|s)[Q(s, a)]
is used as a penalty to minimize the Q-value for the action a
chosen by the currently learned policy π at the state s con-
tained in the dataset, and the term −Es∼D,a∼π̂β(a|s)[Q(s, a)] is
utilized to encourage the Q-network to provide relatively high
scores for those actions a that exist in the dataset with the
state s. Such a regularization, known as the CQL regularizer,
is added during the training process, which is helpful to reduce
the chance of obtaining the overestimated Q-value. As for the
final term R(µ), it can be chosen as a particular regularizer
according to the need of a task. For instance, the Kullback-
Leiblier (KL) divergence is viewed as a popular choice of
measuring the closeness between the current distribution µ = π
and its prior distribution ρ, namely

R(µ) = −DKL(µ∥ρ). (4)

This regularization term is minimized to find a dialogue policy
π which is as close as ρ.

III. EMPATHETIC RESPONSE GENERATION

This study presents a new approach to empathetic response
generation [16] where the Chinese sentiment analysis (cnsenti)
library in [17], [18] was adopted to perform the sentiment
analysis and the emotion detection from the user’s text input
and directly concatenate the detected emotion class to the
input. The cnsenti library was also used to label the emotions
for the replies in the training corpus to address the lack of
high-quality corpus with Chinese training data for various
emotion classes. This corpus was used in the experiments on
RL dialogues by fine-tuning LLM based on GPT-2.

A. Emotion aware reward

A challenging issue for a successful dialogue system is
to learn how to draw people to continue interacting with
the system. This study takes into account the following six
empathetic features {ri}6i=1 [3], [6] and builds an emotion
aware reward to learn an agent to generate the empathetic
responses with diversity and safety.
− length of the agent response: r1 is to encourage the agent

to generate longer responses while avoiding very short
responses that end the conversation easily.

− consistency of user sentiment with agent emotion: r2 is
to encourage the agent to provide the empathetic replies
by considering the detected emotion of the user input and
incorporating it into the generated response.

− asking questions: r3 is to encourage asking the follow-up
questions related to the inputs to show that the agents have
actively listened to the user’s concerns and are engaged
in the conversation.

− context consistency: r4 is to enhance the coherence of
the generated reply and avoid the situation where the
generated reply receives a high return but its content is
ungrammatical or semantically incoherent by calculating

r4 =
1

Na
log pfw

s2s(a|s) +
1

Ns
log pbw

s2s (s|a) (5)
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where pfw
s2s(a|s) and pbw

s2s(s|a) denote the forward (fw) and
backward (bw) probabilities for generating a response a
given user input s and producing the previous sentence
s given a response a, and Na and Ns denote the lengths
of a and s in a sequence-to-sequence (s2s) generation,
respectively. Bidirectional context coherence is measured.

− detection of offensive words: r5 is to measure the penalty
when the generated response contains some inappropriate
words which are predefined in a given list and received
by a negative reward.

− suppression of non-sense reply production: r6 is to mea-
sure how the sentences generated by the agent have the
sensitivity or potential to continue the conversation by
computing the negative log likelihood of a non-sense
sentence s via

r6 = − 1

NS

∑
s∈S

1

Ns
log ps2s(s|a). (6)

In Eq. (6), NS is the cardinality of a set of generated
sentences S, and Ns is the number of tokens in a non-
sense response s.

Finally, the emotion aware reward function rt of a response
a at time t is a weighted sum of the rewards over empathetic
features r =

∑6
i=1 λiri by using the weights {λi}6i=1.

B. Regularized Q-function
This study presents the behavior regularization in dialogue

generation by controlling the extrapolation errors due to the
distribution shift in offline RL. A regularized Q-function is
implemented to constrain the dialogue agent from choosing
OOD actions. At the same time, the confident actions are up-
weighted to allow the agent to focus on the successful emotion
aware samples.

1) Extrapolation error control: In the implementation, the
pre-trained language model is fine-tuned by using a specific
dataset to obtain the probability p(a|s) of generating the
response a given a dialogue input s, which acts as a prior
probability to avoid selecting those OOD actions [7]. The KL
divergence between current policy q and prior policy p is added
as the regularization term in the objective for Q-learning. The
learning objective is formulated as

Eq(τ)[r(τ)]−DKL[q(τ)∥p(τ)] (7)

where τ is a trajectory of dialogue actions, and the distributions
of learned policy and prior policy are calculated by q(τ) =∏T

t=1 πθ(at|st) and p(τ) =
∏T

t=1 p(at|st), respectively, and

DKL[q∥p] =
∑
τ

q(τ)(log q(τ)− log p(τ)). (8)

Such a regularized Q-function guides the agent to prefer
choosing the actions in the dataset and prevent selecting the
OOD actions. To fulfill Eq. (7), the regularized Q-function
(denoted as the RQ score) is yielded by

Q (st, at) = Eπ

[
T∑

t′=t

r (st′ , at′) + log p (at′ |st′)

− log πθ (at′ |st′)]
(9)

which is maximized in RL to select the generated responses. In
addition to reward maximization, the term Eπ[log p (at′ |st′)] is
maximized to encourage the agent to select the actions under
the prior and prevent the unrealistic OOD actions via KL
regularization, and the term Eπ[−πθ (at′ |st′)] is seen as an
entropy function which is maximized to maintain the diversity
of dialogue agent.

2) Importance weight approximation: Importance weight
approximation is employed to up-weight the actions with high
confidence which help the agent focus on successful dialogue
trajectories. In the offline RL setting, we could not directly
sample the trajectories from the learned policy πθ to calculate
the total expected reward. Accordingly, the behavior policy
πβ is employed to sample the trajectories τ = {st, at} ∼ πβ

for learning from the fixed dataset in an offline manner.
Importance sampling is used to address the difference between
the sample policy πβ and the updated policy πθ. The unbiased
estimation of policy gradient given by the importance weight

wt =

t∏
t′=1

πθ(at′ |st′)
πβ(at′ |st′)

(10)

can be obtained by

∇θJ(θ) = Eτ∼πβ

[
T∑

t=1

wt∇θ log πθ(at|st)Q(st, at)

]
(11)

which represents the gradient with the total expected reward
regularized from the state st.

However, this process may be sensitive during optimization.
The convergence time will be increased when the importance
weight is multiplied over each action for numerous time steps.
To tackle this issue, the importance weight is approximated
by wt ≈ πθ(at|st)

πβ(at|st) . This is equivalent to maximize the total
expected reward under the on-policy action distribution of πθ

and the off-policy state distribution produced by πβ . Despite of
being biased, this estimator has been demonstrated empirically
to reduce the variance and perform well when πβ and πθ are
close. As for how to obtain the value of πβ , an intuitive way
is to estimate πβ directly from the dataset. Here, a simple
approximation πβ(τ) ≈ 1/N is made when τ is included in
the dataset, otherwise πβ(τ) = 0. With this approximation, the
denominator, i.e. πβ , can be neglected in the optimization since
it is a constant. Then, the approximation to policy gradient
∇θJ(θ) in Eq. (11) is further derived by

Eτ∼πβ

[∑
t

t∏
t′=1

πθ(at′ |st′)
πβ(at′ |st′)

∇θ log πθ(at|st)Q(st, at)

]

≈ Eτ∼πβ

[∑
t

πθ(at|st)
πβ(at|st)

∇θ log πθ(at|st)Q(st, at)

]

≈
N∑
i=1

T∑
t=1

πθ(a
i
t|sit)∇θ log πθ(a

i
t|sit)Q(sit, a

i
t)

(12)

where i denotes the trajectory index, and πθ(a
i
t|sit) is the model

confidence to up-weight the actions preferred by current policy.
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C. Implementation procedure

The overall workflow of response generation and candidate
selection is addressed. The whole process is divided into three
stages. In the first stage, the cnsenti library [17] was employed
as an emotion detector where the emotion class of an user
input was estimated and concatenated with the input as an
augmented user input to feed in language model based on GPT-
2 [14]. This GPT-2 language model was fine-tuned by using the
emotional conversation generation (ECG) [19] dataset which
contained 1M samples of user inputs and their responses.
The adapted GPT-2 was accordingly used to generate several
candidate responses as the possible empathetic responses for
subsequent selection. In the second stage, Q-function acted as
a critic to provide the evaluation of Rq scores over individual
candidate responses based on the emotion aware reward func-
tion. This implementation considered the double Q-network
[20] where one Q-network was responsible for estimating the
Q-value of each candidate response while the other Q-network
was used as a target network to calculate the target Q-value.
The updating process for double Q-network was based on the
minimization of mean square error loss between the estimated
Q-value and target Q-value. In particular, each Q-network was
implemented by using BERT encoder [21]. In the third stage,
the best candidate was selected according to the RQ scores.
Importantly, the diversity of the selected response was assured
since those suboptimal responses also had a chance to be
selected during the RL procedure. Here, the selection was
based on the distribution over Q-value

πθ(a|s) ∝ expQ(s, a). (13)

This implementation was carried out for evaluation the pro-
posed method in the following experiments.

IV. EXPERIMENTS

This study conducted the evaluation on empathetic response
generation based on the GPT-2 (Chinese) which was fine-tuned
by using ECG dataset in the first stage and then fine-tuned by
using the proposed RL fine-tuning in the second stage.

A. Experimental settings

In the implementation, the dataset ECG [19] was used for
GPT-2 fine-tuning in the first stage while the other dataset
called the large-scale cleaned Chinese conversation (LCCC)
[23] was used for RL-based fine-tuning where LCCC was
rigorously filtered to eliminate various kinds of noises. There
are 6.8M single-turn and multi-turn conversations in LCCC-
base [23] dataset where their emotions were obtained through
cnsenti [17]. The emotion classes include 喜歡 (like), 悲
傷 (sad), 噁心 (disgusted), 憤怒 (angry), 開心 (happy), and
其它 (other). The simplified Chinese was converted to the
traditional Chinese for all text data in the experiments. In
the learning procedure, AdamW optimizer was used. The
initial learning rate was 1.5e-4 and 5e-5, the batch size was
4 and 8, the number of parameters was 102M and 311M,
and the training time was 4 and 60 hours in first and second

TABLE I
RESPONSE GENERATIONS IN THE FIRST CASE STUDY BY USING DIFFERENT

METHODS.

Type Context RQ Score
Input 明天要出去玩，興奮地睡不著覺 (Go out to

play tomorrow, and too excited to sleep.)
Pre-trained 哈哈，我也覺得興奮 (Ha! Ha! I also feel

excited.)
–

CDial-GPT 哈哈，我也是 (Ha! Ha! Me too.) –
RQL Cand 1 我也是興奮的睡不著 (I am also too excited to

sleep.)
2.51

Cand 2 明天要是沒有下雨我也興奮的睡不著，明天
要出去玩，晚安 (If there is no rain tomorrow,
I am excited and sleepless. Go out to play
tomorrow. Good night.)

1.44

Cand 3 你明天不是要上班麼 (You aren’t going to work
tomorrow, aren’t you?)

1.58

Cand 4 興奮地睡不著，因為明天又是週末了 (So
excited and could not sleep because weekend is
coming again tomorrow.)

1.76

Cand 5 是啊，我今天也要去玩了，興奮得不行 (Yes!
I also go playing today. I am super excited.)

0.54

Final reply 興奮地睡不著，因為明天又是週末了 (So
excited and could not sleep because weekend is
coming again tomorrow.)

1.76

TABLE II
RESPONSE GENERATIONS IN THE SECOND CASE STUDY BY USING

DIFFERENT METHODS.

Type Context RQ Score
Input 我想念以前住在鄉下的日子，雖然不

方便但至少一家人都在一起 (I miss the
time when living in the suburb. Although
it was inconvenient, at least all family
members could live together.)

Pre-trained 唉，這日子沒法過了！ (Oh! It was
hard to live!)

-

CDial-GPT 想念我的床想念我的床 (Miss my bed,
Miss my bed.)

-

RQL Cand 1 我也是，想念以前的日子 (Me too.
Miss the old time.)

2.46

Cand 2 對啊，我們都要好 (Yes! We were all
fine.)

1.14

Cand 3 不過我覺得我們這裡也是這樣，一個
人在外面一定要小心啊，我現在一
個人在外地也很害怕 (I feel that we
here are the same. Be careful when living
outside. I am now frightened when living
alone and outside.)

1.98

Cand 4 是啊，我也想念以前一起玩的時光
啊 (Yes! I also miss the old time when
playing together.)

0.99

Cand 5 這是我第一次離開家，真是太想念
了 (This is the first time that I left from
home. Really miss a lot!)

1.08

Final reply 是啊，我也想念以前一起玩的時光
啊 (Yes! I also miss the old time when
playing together!)

0.99

stages, respectively, where GPU with GeForce RTX 4090
24GB was used and 90K text corpus was collected in RL
training. For comparative study, the perplexity (PPL) was used
to measure the performance for generation and prediction in
the evaluation. BLEU-2 and BLEU-4 [24] were evaluated for
Chinese response generation where the complete meanings of
Chinese vocabulary with two and four words were evaluated,
respectively. Inter-distinct unigram (Dist-1) and bigram (Dist-
2) [25] were used to measure the diversity of the generated
sentences. These metrics were used to conduct the automatic
evaluation for diversity and emotion factor in the generated
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TABLE III
EVALUATION OF DIFFERENT METHODS UNDER VARIOUS METRICS.

Model Size PPL (↓) BLEU-2 (↑) BLEU-4 (↑) Dist-1 (↑) Dist-2 (↑)
Transformer [22] 113M 22.10 6.72 3.14 0.0088 0.1397
GPT2-chitchat [23] 88M – 2.28 0.54 0.0103 0.1625
Pre-trained GPT2 [23] 88M 21.27 5.96 2.71 0.0080 0.1172
CDial-GPT [23] 104M 22.76 5.69 2.50 0.0077 0.1087
RQL w/o IWA 108M 20.08 6.98 3.21 0.0100 0.1623
RQL w/o EEC 108M 19.31 7.15 3.29 0.0098 0.1585
RQL w IWA & EEC 108M 18.01 7.20 3.20 0.0106 0.1695

responses. The size of parameters was given. An empirical
selection of λi was done. The multinomial sampling was used
to select the final reply.

B. Experimental results

First of all, Table I shows the first case study on the
comparison of evaluating the response generations by using the
pre-trained model via GPT-2, the baseline model via CDial-
GPT [23] and the proposed model via regularized Q-learning
(hereafter is denoted by RQL). CDial-GPT is a Chinese GPT-2
which was purely trained on the LCCC dataset while the pre-
trained model was fine-tuned by using the ECG dataset. In
general, the pre-trained and baseline models generate the ap-
propriate responses. But, both of them relatively lack richness
and precision in the response generation when compared with
that generated by the proposed RQL. Five candidate responses
(ranked by GPT-2 in the first stage) and their RQ scores
(calculated by the regularized Q-function in Eq. (9) in the
second stage) are shown. The proposed RQL not only pays
attention to the emotional word 興奮 (excited) in the input
sentence but also considers the other information mentioned
in the response such as 睡不著 (could not sleep) and 出
去玩 (go out to play), making the response more diverse
and informative. Additionally, the proposed RQL extends the
information which is not mentioned in the user input like 上
班 (go to work) and 週末 (weekend), making the response
even more diverse. Notably, the final output is selected by
the multinomial sampling which can increase the diversity
of the generated response. It is noted that, next to the first
candidate (Cand 1), the fourth candidate (Cand 4) receives
higher regularized Q-value than those in the second, third and
fifth candidates since the fourth response is more empathetic
and accurate than the others. This fourth candidate captures the
correct tokens 週末 (weekend) which are reached in the other
candidates. It is noticed that some emotions are more explicit
in guiding the model’s response while the others are more
implicit and related to the specific emotions and dialogue in
the training data. In the second case study as shown in Table II,
the related work CDial-GPT model focuses on the single term
想念 (miss), but generates less coherent response, while the
proposed model provides more informative candidate replies.
However, some responses may not be so appropriate, as seen
in the third candidate. Here, the use of multinomial sampling
in selecting the final output helps the model choose a response
that may not have the top RQ score but is more suitable for
the situation.

Table III shows the results of automatic evaluation by using
the proposed RQL and the related methods which include the
transformer decoder [22], the GPT2-chitchat [23], the pre-
trained language model (Chinese variant of GPT-2) [23], and
the CDial-GPT [23]. The best result in the comparison is
shown by bold. Relative to the other methods, the proposed
method conducts a two-stage implementation where the super-
vised fine-tuning and the regularized Q-learning are performed
for domain adaptation and empathetic generation where the
emotional domain and the diverse reply are concerned, respec-
tively. There is no RL learning in previous works. For ablation
study, the proposed RQL is also implemented by ignoring
the modifications based on importance weight approximation
(RQL w/o IWA) and extrapolation error control (RQL w/o
EEC). There are several findings in RQL. First, the increase of
model size is moderate. Notably, BLEU measures the matching
between the generated result and the reference answer, and
may not reflect the capability of generating diverse responses.
Although the BLEU values are generally low for various
methods, the proposed RQL is still better than the other
methods. In addition, RQL with IWA & EEC obtains the
highest Dist-1 and Dist-2 in the comparison. It is obvious that
RQL with the schemes of importance weight approximation
and extrapolation error control achieves the best results among
different methods in most of evaluation metrics.

V. CONCLUSIONS

We have presented a regularized Q-learning approach with
the custom-designed emotion aware reward function to train a
dialogue agent to generate empathetic responses with specific
emotions. The Kullback-Leibler control term, included in the
Q-function, helped to penalize the agent for generating the
OOD responses, reducing the extrapolation errors caused by
the distribution shifts. Using the designed reward functions
facilitated the agent to learn the desired features and improved
the quality of dialogue responses. This study employed the
soft sampling to enhance the diversity of the final output reply.
The experiments on Chinese empathetic generation showed the
merit of the proposed method. However, this approach may
not be enough to handle multi-turn dialogue or integrate the
previous conversation history in a long dialogue. Therefore, it
will be a future direction to introduce the additional memory
to handle the pieces of information that were mentioned in
the previous turns. To enhance the empathy in the generated
responses, we will also need more precise and appropriate
reward functions to guide the empathetic agent to learn better.
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