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Abstract—To solve the Blind Source Separation (BSS) prob-
lems in time-variant and highly reverberant environments, an
online joint optimization algorithm for Weighted Prediction
Error (WPE)-based dereverberation and Independent Vector
Analysis (IVA)-based source separation (online WPE-IVA) has
been reported. On the other hand, Online Source Steering (OSS)
was recently introduced for filter updating in online IVA with
low computational cost for a target-source tracking task where
only one speaker is moving. Inspired by this work, we integrate
OSS into online WPE-IVA, aiming to reduce the computational
cost of updating separation filters. Experimental results show that
our proposed method reduces computational costs while achiev-
ing comparable separation performance to conventional online
WPE-IVA in target-source tracking tasks in highly reverberant
environments.

I. INTRODUCTION

Blind Source Separation (BSS) is a group of methods aiming
to extract clean source signals from mixtures without any
prior information [1]. Short-time Fourier transform (STFT)-
domain Independent Component Analysis (ICA) is a popular
multi-channel BSS method, which estimates separation filters
based on the statistical independence between the sources [2].
Since the STFT-domain ICA calculates the separation filters
in each frequency bin independently, the output permutation
of sources may not be aligned in different frequency bins.
Independent Vector Analysis (IVA) is proposed to address
the above permutation problem by leveraging the high-order
dependencies among frequency bins [3], [4]. Furthermore,
the majorization-minimization algorithm is used for IVA’s
separation filter updating, which is widely known as Auxiliary-
function-based IVA (AuxIVA) [5].

IVA-based methods are initially used in offline processing,
which will cause large latency and cannot adapt to time-variant
environments. As a solution for these problems, online IVA-
based methods are proposed [6]–[8]. Unlike the offline IVA
which processes a long batch of data at once, the online IVA
updates separation filters incrementally after every new frame
is received. This makes it suitable for real-time processing
under time-variant environments. Moreover, to accelerate com-
putational efficiency, previous research proposed an algorithm,
Online Source Steering (OSS) [9] for online IVA, which
updates the separation filters under the task where a certain
source moves and other sources are spatially stationary (target-
source tracking task).

The methods discussed above suppose that the analysis
window of STFT is longer than the length of room impulse
responses [10]. This assumption is hard to be satisfied when

reverberation is strong and the IVA-based methods suffer from
significant performance degradation. To mitigate the impact of
strong reverberation, Weighted Prediction Error (WPE)-based
dereverberation is usually used before separation [11], [12].
Furthermore, an online algorithm that jointly optimizes WPE
and IVA (online WPE-IVA) [13], [14] has been proposed to
achieve highly accurate source separation in highly reverberant
environments. However, the highly efficient implementation
for online WPE-IVA has not been developed yet for the target-
source tracking task.

This work aims to further promote the computational
efficiency of existing online WPE-IVA [13], [14] for the
target-source tracking task. We introduce OSS into updating
separation filters efficiently for online WPE-IVA, which is
named “WPE-IVA-OSS”. Since matrix operation for updating
separation filters is equally converted to the scalar operation
like [9], the computational cost of WPE-IVA-OSS is lower than
existing online WPE-IVA. Simulation experiments are carried
out to validate the efficiency of our proposed method in highly
reverberant environments.

II. MODELS

A. Separation model

Suppose that there are N speech sources in a reverberant
environment and M microphones are used to capture the
signals. The captured signals in the STFT domain can be
expressed as

xf,t =

La−1∑
τ=0

Af,t,τsf,t−τ , (1)

where t = 1, · · · , T and f = 1, · · · , F are the indexes of time
frames and frequency bins, respectively. T denotes the total
number of time frames and F denotes the total number of
frequency bins. sf,t ∈ CN×1 and xf,t ∈ CM×1 are the vectors
containing the source and microphone signals, respectively.
Af,t,τ ∈ CM×N is the convolutional mixing matrix at time lag
τ , and La is the number of time lagged matrices. This paper
assumes a determined case (M = N ). Then, the separation
rule can be expressed using a convolutional beamformer (CBF)
[15], [16] as

yf,t = Qf,t,0xf,t +

L+D−1∑
τ=D

Qf,t,τxf,t−τ , (2)

where Qf,t,0 ∈ CN×M and Qf,t,τ ∈ CN×M are the coeffi-
cient matrix of CBF, yf,t ∈ CN×1 is the vector containing the



separated signals, D is the prediction delay and L is the length
of CBF filters. By the source-wise factorization of CBF [16],
the nth separated signal in yf,t can be rewritten into two
equations:

zn,f,t = xf,t −GH
n,f,txf,t, (3)

yn,f,t = wH
n,f,tzn,f,t, (4)

where xf,t = [xT
f,t−D · · · xT

f,t−L−D+1]
T ∈ CML×1 repre-

sents a vector containing past microphone signals, (·)T and (·)H
denote transpose and conjugate transpose, respectively. The
first sub-filter Gn,f,t ∈ CML×M is a single-target dereverber-
ation filter for the nth source. The output of this filter, zn,f,t,
is the dereverberated signal of the nth source. The second sub-
filter wn,f,t ∈ CM×1 is a separation filter extracting the nth
source.

B. Probabilistic model
Same as WPE-IVA [16], we assume that each separated

signal independently follows a zero-mean multivariate complex
Gaussian distribution with a time-dependent variance rn,t:

p(yn,t) = NC(0F , rn,tIF ), (5)

where yn,t = [yn,1,t · · · yn,F,t]
T ∈ CF×1, 0F ∈ CF×1 is

a zero vector, and IF denotes a F × F identity matrix. By
introducing the forgetting factor 0 < β < 1, the negative log-
likelihood function for online processing can be derived:

L(Θt) =
1∑

t′≤t β
t−t′

∑
n,f,t′≤t

βt−t′
(
log rn,t′ +

|yn,f,t′ |2

rn,t′

)
− 2

∑
f

log |detWf,t|,

(6)

where Θt = {Rt,Gt,Wt} is the parameter set to be estimated,
Rt = {rn,t}n, Gt = {Gn,f,t}n,f , Wt = {Wf,t}f , and
Wf,t = [w1,f,t · · · wN,f,t]

H is the separation matrix.
The cost function (6) can be optimized iteratively at

every time frame by using a recursive coordinate descent
method [13], [17] as

Rt ← argmin
Rt

L (Θt;Rt−1,Gt−1,Wt−1) , (7)

Gt ← argmin
Gt

L (Θt;Rt,Gt−1,Wt−1) , (8)

Wt ← argmin
Wt

L (Θt;Rt,Gt,Wt−1) . (9)

Based on the above update rule, online WPE-IVA [13], [14]
have been proposed.

III. PROPOSED METHOD
In this section, we propose WPE-IVA-OSS by introducing

the update rule of OSS [9] into online WPE-IVA [13], [14].
We consider the target-source tracking task [9], where only one
target source is moving and other N−1 sources are stationary.
Hereafter, we introduce each update rule for the target-source
tracking task. Note that we briefly introduce the updates of
Rt and Gt for a better reading experience because they are the
same as [13].

A. Update of Rt [13]

After calculating yf,t through (3) and (4) with the filters
Gn,f,t−1 and Wf,t−1 updated in the previous time frame, rn,t
can be updated by

rn,t ←
1

F

∑
f

|yn,f,t|2. (10)

B. Update of Gt [13]

According to [13], the update rule for Gn,f,t can be written:

kn,f,t =
R−1

n,f,t−1xf,t

βrn,t + xH
f,tR

−1
n,f,t−1xf,t

, (11)

R−1
n,f,t =

1

β

(
R−1

n,f,t−1 − kn,f,tx
H
f,tR

−1
n,f,t−1

)
, (12)

Gn,f,t = Gn,f,t−1 + kn,f,tz
H
n,f,t, (13)

where Rn,f,t =
∑

t′≤t β
t−t′xf,t′x

H
f,t′/rn,t′ is a spatio-

temporal covariance matrix and kn,f,t is the Kalman gain.

C. Update of Wt

If Gt and Rt are fixed, the cost function (6) is equivalent to
the one used in online AuxIVA:

L(Wt) =
∑
n,f

wH
n,f,tVn,f,twn,f,t−2

∑
f

log |detWf,t|, (14)

where

Vn,f,t = αVn,f,t−1 + (1− α)
zn,f,tz

H
n,f,t

rn,t
(15)

is the recursive form of the spatial covariance matrix at every
time frame, and α is the forgetting factor which is different
from β in (6) for more practical parameter estimation [13],
[18]. In WPE-IVA-OSS, we use the same rank-1 update for
separation matrix Wf,t frame by frame [8], [9], [19]. Specif-
ically, we let ith separation filter wi,f,t corresponds to the
moving speaker and update Wf,t using Wf,t ← ηf,tw

H
i,f,t−1

where ηf,t is the coefficients to be optimized. The update rule
can be summarized with the following equations [8]:

un,f,t = wH
i,f,t−1Vn,f,twn,f,t−1, (16)

dn,f,t = wH
i,f,t−1Vn,f,twi,f,t−1, (17)

wn,f,t =

{
d
−1/2
n,f,twi,f,t−1 if n = i,

wn,f,t−1 − un,f,t

dn,f,t
wi,f,t−1 otherwise.

(18)

Then, by using the same technique used for original OSS [9],
we can obtain un,f,t and dn,f,t as

un,f,t =
(1− α)ŷi,f,ty

∗
n,f,t

rn,t
, (19)

dn,f,t = α
dn,f,t−1

di,f,t−1
+

(1− α)|ŷi,f,t|2

rn,t
, (20)

where ŷi,f,t = wH
i,f,t−1zn,f,t is the auxiliary estimated signal

just for obtaining un,f,t and dn,f,t. By using the above rules
into (18), this modification results in smaller computational
complexity for updating Wt from O(FN3) (for online WPE-
IVA with ISS [14]) to O(FN2) at every time frame t.
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Fig. 1. Simulation layout. The stationary source is fixed at 45◦ for all 60 s
and the moving source is fixed at 90◦ for the first 20 s. Then it started moving
on an arc from 90◦ to 150◦ for the next 20 s and finally fixed at 150◦ for
the last 20 s. The distance between the center of the microphone array and
the source was 1 m.

IV. EXPERIMENT
To evaluate the effectiveness of the proposed WPE-IVA-

OSS, several target-source tracking experiments were con-
ducted. We evaluate each method in terms of separation
performance and computational efficiency.

A. Experimental Setup

20 mixture signals with a length of 60 s were generated
with 2 source signals randomly selected from 2 speakers from
the ATR Japanese Speech Database [20]. We concatenated
the clean signals so that the signal length becomes 60 s. For
mixing simulation, we used Matlab signal generator based
on the image method [21]. The position of sound sources and
microphones is shown in Fig. 1, where the room boundary
is controlled for a 600 ms room reverberation time T60. A 2-
element linear microphone array with an inter-element spacing
of 2 cm was used. All the signals were sampled at 16 kHz. The
STFT was computed with the Hann window of 64 ms (1024
samples) and a window shift length of 16 ms (256 samples).
Other parameters α, β,D,L were set at 0.99, 0.96, 2, 10,
respectively. The matrices Wf,0,Gn,f,0,Vn,f,0,R

−1
n,f,0 were

initialized as IM ,OML×M , 10−5IM , IML, where OML×M is
a zero matrix with the size as ML×M .

Since the output permutation of separated signals is random
when using online WPE-IVA [13], [14], we used Geometric
Constraint (GC) [22] to detect which separated signal cor-
responds to the moving source. Specifically, we used online
WPE-IVA with GC (online WPE-GCIVA) [23], in which we
added the following penalty term derived from GC to the cost
function in (6):

LGC(Wf,t) =
∑
n

∑
ϕ∈Θn

λf,ϕ,t|wH
n,f,tdϕ,f |2, (21)

where λf,ϕ,t is a weighting coefficient and Θn =
{ϕ1, . . . , ϕN}\{ϕn} represents DOAs for all speakers exclud-
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Fig. 2. SDR improvements (∆SDR) measured every 2 s. Online WPE-GCIVA
is used in the first 20 s, and WPE-IVA-OSS is applied in the last 40 s compared
with online WPE-IVA-IP and online WPE-IVA-ISS. Since the SDR behavior
of WPE-IVA-OSS is theoretically the same as online WPE-IVA-ISS, we omit
drawing the latter.

TABLE I
TOTAL RUNTIME OF UPDATING THE SEPARATION FILTERS

IN THE LAST 40 S

Method Runtime

online WPE-IVA-IP [13] 2.4124 s
online WPE-IVA-ISS [14] 1.2775 s
WPE-IVA-OSS (Proposed) 0.4808 s

ing the nth speaker. dϕ,f is the steering vector pointing to
the ϕ direction. By applying and decreasing this penalty term,
we can force the nth separation filter wn,f,t to create a
spatial null in the ϕ ∈ Θn directions. We set angles for GC
{ϕ1, ϕ2} = {45◦, 90◦}. We set λf,ϕ,t = λf,ϕ,0σ

t where σ
is the decreasing factor set to 0.8 and we set λf,ϕ,0 = 8, 000.
Since the detailed update rule has been discussed in [23] and is
not directly related to our main discussion, we skip explaining
it. In this paper, we used the above online WPE-GCIVA for
the first 20 s. Since the correspondence between separated
signals and sources was obtained in the first 20 s, there was
no need to use GC for the last 40 s. After that, we used
three different methods for the last 40 s: online WPE-IVA
using Iterative Projection (online WPE-IVA-IP) [13], online
WPE-IVA using Iterative Source Steering (online WPE-IVA-
ISS) [14], and the proposed WPE-IVA-OSS. The improvement
of signal-to-distortion ratio (∆SDR) [24] was used as the
metric to evaluate the separation performance.

B. Results

The SDR improvements of all the studied methods are
shown in Fig. 2. In the period of 20 to 40 s when there
was a source moving, WPE-IVA-OSS converged faster than
online WPE-IVA-IP. However, after the convergence, WPE-
IVA-OSS performed slightly worse than online WPE-IVA-IP.
These results might be because WPE-IVA-OSS updates the
separation matrix by rank-1 updating instead of the intact
updating in online WPE-IVA-IP.



Table I shows the average separation filter updating time
for the target-source tracking task for the last 40 s signal over
20 trials. To better illustrate the acceleration brought by the
OSS-based optimization, the results in Table I only show the
time cost for updating the separation filters instead of both
the dereverberation and separation filters. Additionally, we did
not consider the runtime of the first 20 s because the same
method was used during the first 20 s. The results demonstrate
that WPE-IVA-OSS spends a lower runtime than online WPE-
IVA-IP [13] and online WPE-IVA-ISS [14].

V. CONCLUSION
This paper proposed a new algorithm named WPE-IVA-

OSS for the target-source tracking task in highly reverberant
environments. Thanks to the OSS algorithm, the separation
matrix updating in WPE-IVA-OSS is simplified from matrix
operations into scalar operations, and the computational com-
plexity is reduced from O(FN3) to O(FN2). The experimen-
tal results show that our proposed method is computationally
more efficient while achieving the same or at least comparable
separation performance compared to the baseline methods.
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