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Abstract—Reverberation and background noise can severely
affect the quality and intelligibility of recorded speech, potentially
impairing speech communication and human-machine interaction
systems. The minimum variance distortionless response (MVDR)
beamformer is commonly used to jointly suppress reverberation
and noise, but it is computationally intensive due to the need for
matrix inversion at each time frame and subband. In this paper,
we introduce a beamforming method that combines an MVDR
beamformer optimized for noise reduction with a fixed maximum
directivity-factor beamformer for reverberation suppression. This
hybrid beamformer offers a more efficient implementation than
the traditional MVDR beamformer and adapts to varying levels
of reverberation and noise by adjusting a single weighting factor.
Simulation results demonstrate that the proposed beamformer
achieves significantly faster processing speeds compared to the
optimal MVDR beamformer, with only minor performance degra-
dation in noise reduction and reverberation suppression.

I. INTRODUCTION

In hands-free applications like speech communication or
recognition systems, the speech signal captured by a distant
microphone can be affected by pervasive background noise
and reverberation due to multi-path propagation in the acoustic
environment. These factors can significantly degrade speech
quality, intelligibility, and the performance of speech commu-
nication and human-machine interaction systems.

When a microphone array is available, beamforming tech-
niques [1–4] are commonly used to recover the desired sig-
nal from noisy and reverberant multichannel observations. A
prominent method is the Wiener beamformer [4, 5], which
seeks to minimize the mean-squared error between the desired
speech component and the beamformer’s output. Reverberation
is often modeled as a diffuse sound field [5–11], leading
the Wiener beamformer to be expressed as a function of the
(time-varying) noise covariance matrix and the (time-varying)
reverberation variance. This approach can be decomposed into
two main components: 1) a minimum variance distortionless
response (MVDR) beamformer, which aims to minimize the
sum of the noise and reverberation variances in the output,
while keeping the desired signal undistorted; and 2) a single-
channel Wiener post-filter [12, 13] that further reduces residual
noise and reverberation, albeit with some distortion to the
desired signal. One challenge with the MVDR beamformer is
that its implementation requires inverting the sum of two full-
rank matrices for every time frame and subband, which can
impose a significant computational burden, particularly with
large arrays containing many microphones.

To tackle the computational challenges of the MVDR beam-
former, we introduce a distortionless beamformer that com-

bines a fixed maximum directivity-factor beamformer with an
MVDR beamformer specifically optimized for noise reduction.
Although the concept of using a weighted sum of different
sub-beamformers has been employed in various applications,
such as adaptive differential microphone arrays [14–16], robust
superdirective beamforming [17, 18], and speech enhancement
in underdetermined scenarios [19], it has not been previ-
ously applied to joint noise and reverberation suppression
with a focus on computational efficiency. Simulation results
demonstrate that the proposed combined beamformer provides
significantly faster processing speeds, particularly with large
microphone arrays, while only marginally sacrificing perfor-
mance compared to the traditional MVDR beamformer.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a reverberant environment where a speech signal
from a distant source is captured by a uniform linear array
(ULA) of M omnidirectional microphones. In the short-time
Fourier transform (STFT) domain, the observed signal vector
of length M can be represented as

y(ℓ) = dθSS(ℓ) + r(ℓ) + v(ℓ), (1)

where ℓ is the time-frame index, S(ℓ) is the direct-path speech
signal at the reference microphone, dθS is the signal propaga-
tion vector of the speech source, analogous to a typical steering
vector, r(ℓ) is the reverberation vector, and v(ℓ) is the additive
noise vector. Note that the STFT subband index is omitted
in this model for simplicity, as the subsequent processing
occurs on a subband basis, with each subband processed
independently using the same algorithm. In the field of speech
enhancement, it is common to assume that S(ℓ), r(ℓ), and v(ℓ)
have zero mean, and are mtually uncorrelated [5]. Under these
assumptions, the covariance matrix of y(ℓ) can be expressed
as

Φy(ℓ) = ϕS(ℓ)dθSd
H
θS +Φr(ℓ) +Φv(ℓ), (2)

where ϕS(ℓ) is the variance of S(ℓ), the superscript H

denotes the conjugate transpose, and Φr(ℓ) and Φv(ℓ) are
the covariance matrices of r(ℓ) and v(ℓ), respectively. The
reverberation is usually modeled as a spherically isotropic
(diffuse) noise [20]. Hence,

Φr(ℓ) = ϕR(ℓ)Γd, (3)

where ϕR(ℓ) is the common variance of the elements in r(ℓ),
and Γd is the coherence matrix for the diffuse field, which can
be determined based on the array geometry information.



With the above signal model, beamforming with a filter h(ℓ)
is typically employed to estimate the desired signal S(ℓ) from
the multichannel observations y(ℓ), which can be written as

Z(ℓ) = hH(ℓ)y(ℓ) (4)
= So(ℓ) +Ro(ℓ) + Vo(ℓ),

where Z(ℓ) is the beamformer output, and

So(ℓ) ≜ hH(t)dθSS(ℓ), (5)

Ro(ℓ) ≜ hH(ℓ)r(ℓ), (6)

Vo(ℓ) ≜ hH(ℓ)v(ℓ) (7)

denote the components in the beamformer’s output that cor-
respond to the direct-path signal, reverberation, and noise,
respectively.

From (4), we can define the narrowband output signal-to-
reverberation ratio (SRR), output signal-to-noise ratio (SNR),
and output signal-to-reverberation-plus-noise ratio (SRNR) as
follows:

SRRo [h(ℓ)] ≜
ϕSo

(ℓ)

ϕRo
(ℓ)

, (8)

SNRo [h(ℓ)] ≜
ϕSo

(ℓ)

ϕVo
(ℓ)

, (9)

SRNRo [h(ℓ)] ≜
ϕSo

(ℓ)

ϕRo
(ℓ) + ϕVo

(ℓ)
, (10)

where

ϕSo(ℓ) = ϕS(ℓ)
∣∣hH(ℓ)dθS

∣∣2 , (11)

ϕRo
(ℓ) = ϕR(ℓ)h

H(ℓ)Γdh(ℓ), (12)

ϕVo
(ℓ) = hH(ℓ)Φv(ℓ)h(ℓ) (13)

are the variances of So(ℓ), Ro(ℓ), and Vo(ℓ), respectively.
The MVDR beamformer for joint speech dereverberation

and noise reduction is given by [5]

hMVDR(ℓ) =

[
ϕR(ℓ)Γd +Φv(ℓ)

]−1

dθS

dH
θS

[
ϕR(ℓ)Γd +Φv(ℓ)

]−1

dθS

. (14)

This beamformer is optimal in terms of maximizing the
narrowband output SRNR defined in (10). However, its prac-
tical implementation involves inverting the matrix within the
brackets for each time frame and subband, which has a compu-
tational complexity of O(M3). This can impose a significant
computational burden for real-time applications, particularly
because no fast algorithms are currently available.

In the following section, we will present a combined beam-
former that reduces computational complexity while effectively
suppressing both reverberation and noise.

III. COMBINED BEAMFORMING

In this section, we analyze the behavior of the MVDR
beamformer in (14) under two extreme scenarios to identify
two beamformers that individually maximize the narrowband
output SNR and output SRR. By linearly combining these two
beamformers, we create a new beamformer that depends on a
real-valued weighting factor. We then discuss how to determine

the optimal value for this weighting factor by minimizing the
variance of the beamformer output.

A. Two Sub-Beamformers

We define the narrowband input reverberation-to-noise ratio
(RNR) at frame ℓ as

RNR(ℓ) ≜
ϕR(ℓ)

ϕV (ℓ)
, (15)

where ϕV (ℓ) is the noise variance at frame ℓ. We now consider
two extreme scenarios.

• When RNR(ℓ) = 0, meaning there is no reverberation,
the MVDR beamformer in (14) degenerates to [21, 22]

hMVDR,NR(ℓ) =
Φ−1

v (ℓ)dθS

dH
θS
Φ−1

v (ℓ)dθS

, (16)

which is the MVDR beamformer designed for noise
reduction only. This beamformer maximizes the output
SNR defined in (9).

• When RNR(ℓ) approaches infinity, meaning there is no
additive noise, the MVDR beamformer in (14) reduces
to [21, 23]

hMDF =
Γ−1
d dθS

dH
θS
Γ−1
d dθS

, (17)

which is the maximum-directivity-factor (MDF) beam-
former. This beamformer maximizes the output SRR
defined in (8).

The two beamformers in (16) and (17) will serve as sub-
beamformers in constructing the combined beamformer.

B. Combined Beamformer

We construct a new beamformer by linearly combining the
two beamformers in (16) and (17):

hα(ℓ) = α(ℓ)hMVDR,NR(ℓ) + [1− α(ℓ)]hMDF, (18)

where 0 ≤ α(ℓ) ≤ 1 is a real weighting factor used to balance
between noise reduction and reverberation suppression. It is
straightforward to verify that when α(ℓ) = 0, we obtain the
MDF beamformer, while setting α(ℓ) = 1 yields the noise
reduction MVDR beamformer in (16).

The MDF beamformer is a fixed beamformer with time-
invariant filter coefficients. In contrast, the noise reduction
MVDR beamformer involves computing the inverse of the
noise covariance matrix. This inversion can be efficiently
performed using the matrix inversion lemma [2], which has
a complexity of O(M2). Consequently, from a computa-
tional complexity standpoint, the combined beamformer hα(ℓ)
presents a valuable alternative to the MVDR beamformer
in (14).



C. Determination of the Optimal Value of α(ℓ)

The goal of this section is to determine the optimal value
of α(ℓ) for the combined beamformer to maximize the output
SRNR, as defined in (10). Given that the combined beam-
former is distortionless, this optimization problem can be
equivalently framed as minimizing the variance of its output.

The output of the combined beamformer hα(ℓ) can be
expressed as

Z(ℓ) = α(ℓ)ZNR(ℓ) + [1− α(ℓ)]ZDR(ℓ)

= ZDR(ℓ)− α(ℓ)U(ℓ), (19)

where

ZNR(ℓ) = hH
MVDR,NR(ℓ)y(ℓ), (20)

ZDR(ℓ) = hH
MDFy(ℓ) (21)

are the outputs of the noise reduction MVDR beamformer
in (16) and the MDF beamformer, respectively, and

U(ℓ) = ZDR(ℓ)− ZNR(ℓ) (22)

= [hMDF − hMVDR,NR(ℓ)]
H
[r(ℓ) + v(ℓ)] ,

The term U(ℓ) does not include any component of the desired
signal, and can thus be considered a reference signal used
for noise cancellation in ZDR(ℓ) [24]. Leveraging the fact
that α(ℓ) is real-valued, the variance of Z(ℓ) in (19) can be
expressed as

ϕZ(ℓ) = α2(ℓ)ϕU (ℓ)− 2α(ℓ)R [ϕU,ZDR(ℓ)] + ϕZDR(ℓ),
(23)

where ϕU (ℓ) is the variance of U(ℓ), ϕU,ZDR(ℓ) is the covari-
ance between U(ℓ) and ZDR(ℓ), R[·] is the real part operator,
and ϕZDR

(ℓ) is the variance of ZDR(ℓ).
The variance ϕZ(ℓ) in (23) is a quadratic function of α(ℓ).

Given the constraint that α(ℓ) must lie between 0 and 1, the
optimal value of α(ℓ) can be determined by

αc(ℓ) =

 0 αuc(ℓ) < 0
1 αuc(ℓ) > 1
αuc(ℓ) otherwise

, (24)

where

αuc(ℓ) =
R [ϕU,ZDR

(ℓ)]

ϕU (ℓ)
, (25)

and the subscripts c and uc denote “constrained” and “un-
constrained,” respectively. In practice, the quantities ϕU (ℓ)
and ϕU,ZDR(ℓ) are typically unknown and can be estimated
recursively as follows:

ϕ̂U (ℓ) = λrϕ̂U (ℓ− 1) + (1− λr) |U(ℓ)|2 , (26)

ϕ̂U,ZDR(ℓ) = λrϕ̂U,ZDR(ℓ− 1) + (1− λr)U(ℓ)Z∗
DR(ℓ), (27)

where 0 < λr < 1 is a smoothing factor, and the superscript
∗ denotes complex conjugate.

IV. SIMULATIONS

In this section, we assess the performance of the combined
beamformer in simulated reverberant and noisy acoustic envi-
ronments.

A. Setup

We consider a room with dimensions of 5 × 6 × 4 meters,
where the reflection coefficients are uniformly set at 0.85.
This configuration results in a reverberation time (T60) of
approximately 475 ms. A uniform linear array (ULA) with
an inter-element spacing of 2 cm is placed in the room at a
height of 1.4 m. A speech source is located directly in front
of the ULA, at a distance of 1.5 m from the array’s center.
Additionally, an interference source is positioned at an angle
of 180° relative to the ULA. Both sources are at the same
height as the array. The impulse responses between each source
and the sensors are simulated using the image-model method
[25, 26].

The clean speech signals are obtained from the NOIZEUS
database [27, 28], which are downsampled from their original
higher sampling rate to 16 kHz. Given that the database
contains only short samples, we compile 30 clean speech
recordings from the same speaker and concatenate them into
six longer segments by randomly combining five recordings
each. The reverberant speech signals are created by convolving
these source signals with the room impulse responses. Simi-
larly, the interference signal is generated by convolving an
air-conditioner noise recording, captured in an office environ-
ment, with the room impulse responses from the interference
source position to the microphone sensors’ positions. These
reverberant speech and interference signals are then mixed, and
white Gaussian noise is added to produce the final observation
signals. The power ratio between the interference signal and
the white Gaussian noise is set to 10 dB.

For evaluation, the impulse response is split into two compo-
nents: the direct path and reflections. We derive the direct-path
signal and reverberation by convolving the clean speech signal
with these respective impulse response segments. This allows
us to calculate broadband input SNR, SRR, and SRNR. The
improvements in SNR, SRR, and SRNR, denoted as ∆SNR,
∆SRR, and ∆SRNR, are used to measure the extent of noise
and reverberation attenuation.

To apply beamforming in the STFT domain, we first di-
vide the observation signals into overlapping frames, each
consisting of 256 points with a 75% overlap. A Hamming
window of length 256 is then applied to each frame, and
the resulting windowed frames are transformed into the STFT
domain using the fast Fourier transform (FFT). Our proposed
beamformer combines both the MDF beamformer and the
noise reduction MVDR beamformer. To enhance robustness,
we use a regularized MDF beamformer with a regularization
parameter set to 10−4 [21]. For the noise reduction MVDR
beamformer, we need to estimate the noise covariance matrix.
We utilize an oracle estimator that assumes noise samples
are available, providing an upper bound on performance. The
inverse of the estimated noise covariance matrix is calculated
using the matrix inversion lemma [2]:

Φ̂−1
v (ℓ) =

1

λv

[
Φ̂−1

v (ℓ− 1)− ṽ(ℓ)ṽH(ℓ)

vH(ℓ)ṽ(ℓ) + λ̃ v

]
, (28)

where ṽ(ℓ) ≜ Φ̂−1
v (ℓ − 1)v(ℓ) and λ̃v ≜ λv/(1 − λv). In
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Fig. 1. Example of: (a) the spectrogram of the observed signal at sensor 1,
(b) the narrowband input RNR, and (c) the estimate of αc. The input SNR is
15 dB and M = 6.

practice, the noise covariance matrix is typically updated when
speech is absent, which requires a voice activity detector or a
more advanced speech presence probability estimator [29–33].
In our simulations, we empirically set the smoothing factors:
λr and λv to 0.85 and 0.98, respectively.

For comparison purposes, we select the MVDR beamformer
described in (14) as our baseline algorithm. Implementing this
beamformer requires an estimate of the reverberation variance,
denoted as ϕR(ℓ). Several methods for estimating ϕR(ℓ) have
been proposed in the literature, such as those detailed in [5]
and its references. To achieve optimal performance, we use an
oracle estimator, which assumes that reverberation samples are
available.

B. Simulation Results

The initial set of simulations is designed to evaluate the
performance of the proposed beamformer. Figure 1(c) presents
a plot of the estimated parameter αc. Comparing this with
the narrowband input RNR shown in Figure 1(b), we observe
that αc tends to be larger in regions with low RNR and
smaller in regions with high RNR. Consequently, the pro-
posed beamformer behaves similarly to the noise reduction
MVDR beamformer in situations where noise predominates
over reverberation, and approximates the MDF beamformer
when reverberation is more significant compared to noise.

Figure 2 shows the performance of various beamformers as a
function of input SNR with M = 6, based on averaging results
from six speech source signals. The noise reduction MVDR
beamformer provides the highest SNR gain, while the MDF
beamformer achieves the most significant SRR improvement.
Althoughthe hybrid beamformer performs slightly worse in

NR-MVDR MDF Combined MVDR

Fig. 2. Speech enhancement performance of various beamforming methods
as a function of the input SNR. The number of microphones is M = 6.

TABLE I
REAL-TIME FACTORS OF TWO BEAMFORMERS FOR DIFFERENT VALUES OF

M . THE INPUT SNR IS 15 DB.

M 2 4 8 16

Proposed 0.22 0.24 0.30 0.75

MVDR in (14) 0.34 0.40 0.53 1.39

SRNR improvement compared to the MVDR beamformer in
(14), it generally outperforms both of its constituent sub-
beamformers, which focus exclusively on either speech dere-
verberation or noise reduction.

The final set of simulations is conducted to compare the
computational complexity of the proposed beamformer with
that of the MVDR beamformer in (14). The real-time factor
(RTF) [30, 34] is defined as the ratio between the processing
time of an algorithm/system and the duration of the input
signal, with a smaller RTF indicating a faster algorithm.
For real-time applications, it is essential to maintain an RTF
value below one. Table I shows the average RTF values for
both beamformers across different numbers of microphones.
The simulations were performed on a laptop PC (AMD
Ryzen 5 4600H CPU at 3.00 GHz, 16.0 GB RAM). The
results demonstrate that the proposed beamformer consistently
achieves a lower RTF compared to the MVDR beamformer,
with the difference becoming more significant as the number
of microphones increases.

V. CONCLUSIONS

This paper presented a beamformer designed to reduce com-
putational cost while simultaneously suppressing both rever-
beration and noise. The proposed beamformer is created by lin-
early combining a noise-reduction MVDR beamformer and a
fixed MDF beamformer using an optimal real-valued weighting
factor. We derived this optimal weighting factor by minimizing
the variance of the beamformer output. By applying the matrix
inversion lemma, the proposed beamformer achieves enhanced
implementation efficiency. Speech enhancement simulations
show that the proposed beamformer outperforms both the
noise-reduction MVDR and MDF beamformers, and performs
only slightly below the jointly optimized MVDR beamformer.
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